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ABSTRACT 

In the present study, the history and gradual advancement of 
grass cutting machines are discussed. In the direction of 
technological development, a grass cutting machine is made 
that works without any type of pollution or loss of energy. 
This machine contains grass cutter blades and a well-

organized wiring system connected with different power 
motors for controlling the wheels of the automated grass 
cutting machine. It also contains a 20 watt solar collector and 
a 12 volt cell. This machine contains smart functions that 
allow it to cover a whole area of a garden with a mobile 
device that has a certain range limit for the Bluetooth module. 
Arduino Uno circuit and Bluetooth module act like the brain 
of the entire system, which makes efficient directional control 

on wheels of grass cutting machine. Related calculations are 
also done to ensure its practical capability. 

Keywords: solar panel, arduino uno, mobile controlled,   

hc-05 bluetooth module. 

1. INTRODUCTION 

In the very beginning, Edwin Budding made a grass cutting 

machine in 1830 in Thrupp, England [1]. It was designed to 
cut grass on sports fields and gardens and was granted a 
British patent in 1830 [2]. This grass cutting machine was 
pushed from behind. It was soon discovered that there had to 
be an additional handle in the front to make it easier to tow the 
machine. These machines were strikingly similar to modern 
grass cutting machine [3]. His machine was the inspiration for 
making advanced grass cutting machine for pitches, grass 

courts, etc. In 1840, some grass cutting machine were made 
that could be pulled with the help of animals. Amariah got the 
first USA patent for a spindle grass cutting machine in 1868 
[4]. In 1870, Elwood McGuire designed a human push grass 
cutting machine that was very light and a commercial success. 
J. Burr got a patent for an improved rotary blade grass cutting 
machine in 1899 with repositioned wheels for better 
performance.  

In 1893, a steam grass cutting machine was built. In 1900, a 
very famous grass cutting machine was Ransomes' 
Automaton, which was available in chain or gear models. 
Grass cutting machines with gasoline (petrol) engines were 
developed at the beginning of the twentieth century. In 1902, 
the first was produced by Ransomes [5]. After World War-I, JP 

Engineering of Leicester produced very popular chain grass 
cutting machine, in which operators could ride over the 
animals that were pulling the big machines. It was the first 
riding grass cutting machine. ‘Ideal Power Mower’ made the 
world's first self-propelled garden tractor in 1922, called 
"Triplex" [6]. The roller grass cutting machine has changed 

very little since the 1930s. Gas powered grass cutting 

machines are used in 90% of US households and generate 5% 
of total pollution. Today, the world is facing a major pollution 

problem. Gas emissions from grass cutting machines also 
create pollution. These are also not economical due to the 
increased cost of oil. On the other hand, electrically powered 
grass cutting machines consume a large amount of energy for 
their operation [7]. Various designs have been developed as 
per need and convenience, but the overall performance is still 
not up to level. To overcome these limitations, a solar-

powered mobile lawn mower is proposed in this study. Using 
infinite solar energy, the cell is charged, and then this current 
is fed to the electric motor, which in turn rotates the cutting 
blades. This grass cutting machine leads to the improvement 
of the cordless electric grass cutting machine. In the present 
study, a remote-controlled grass cutting machine was 
designed. It is more suitable on hot summer days, when one 
does not prefer to stay in the sun. The mobile application will 

allow the user to control the speed and direction of the grass 
cutting machine. The functional prototype of the smart solar 
lawn mower focuses on renewable energy sources because 
primary energy sources have been successfully produced with 
high working efficiency [8]. The grass cutting machine is 
suitable for small applications and small grasses due to its 
short operating time [9]. 

2. COMPONENTS AND MATERIALS  

25-mm-diameter PVC plumber's threaded pipes, T-sockets, 
elbows, etc. were used to create the basic structure. The 
purpose behind making a frame of PVC material is to provide 
light weight and good impact resistance. Stainless steel was 
chosen as the material for the sharp blades of the grass cutting 
machine. Stainless steel was selected as it has good corrosive 

resistance because, during grass cutting, moisture or water in 
grass has a tendency to generate corrosion on blades.  A 12 V, 
3 Ah cell is used to store energy. Two types of motors, such as 
a high-speed motor (2400 rpm) for cutting knives and a metal 
gear motor (which has a lower speed but more power), are 
connected to the rotating wheels. 4 rubber wheels with a 
diameter of 100 mm and a 20 W solar panel were taken.  

The microcontroller board used in the design is an Arduino 
Uno L293d motor driver used to drive a metal gear motor for 

smooth and quiet operation. This driver board receives the 
control signal from the microcontroller board. Bluetooth 
module HC‐05, intended for transparent setting of wireless 
serial connection. Connecting wires were used to connect the 
copper wires and to connect the circuit. In addition to these 
switches, they were used to control the mechanism, charge 
indicator, etc. 

3. DESIGN AND FABRICATION 

First, PVC pipes were cut to the required lengths and joined 
with elbows and T-sockets to form a rectangular structure. 
Then the engine with the blade is connected, and this 

arrangement is connected to the frame with a socket. The 
blade is mounted on the underside of the grass cutting 
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machine on the motor shaft. Four wheels are then attached to 
the frame. The wooden layer is connected to the PVC pipe at 

the desired place to insert the battery. Then the 12V electric 
DC motor is placed and fixed with supports in the center of 
the wooden layer. Then Arduino board was connected to the 
L293d motor driver by putting it in parallel. Then the BT 
module HC-05 was connected to the motor driver with a 
jumper wire. An emergency electrical power port and charging  
indicators were then attached. 

Table.1. Technical Specifications 

 

Figure.1. Assembly of grass cutting machine 

 

Figure.2. Wiring and connections 

 

4. CALCULATION PART 

Torque of wheel motor 

Cell capacity: 12 V, 3Ah 

Power Produced: 12×3 = 36 Wh 

Engine speed: 60 rpm 

Hence total torque of motor T = 
60P

2πN
 

Where P is in watt and N in rpm  

T = 
60×36

2π×60
 

T = 5.732 N.m 

Hence torque per wheel = 5.732/4 = 1.433 N.m 

Torque of Cutter Blades 

Cell capacity: 12V, 3Ah 
Cell power: 36 Wh 
Motor speed: 2400 rpm 

Hence total torque of cutter blade T = 
60P

2πN
 

Where P is in watt and N in rpm 

T = 
60×36

2π×2400
 

T = 0.1433 N.m 

 

Load Produced by Cutter Blades 

 

As Load =
Torque (in N.m)

Radius (in m)
 

 

Load =
0.1433

0.01
 

Load = 14.33 N 

Charging Time of Cell 

Capacity of solar collector: 20 w, 12 v 

Current (in A)  =
Power (in W)

Voltage (in V)
 

Current  =
20

12
 

Current = 1.6667 A 

Charging time = 12 Ah/1.6667 = 7.2 hours  

                         = 7 hours 12 minutes 

5. WORKING PRINCIPLE 

When it comes to the operation of the smart grass cutting 
machine, the panels are placed on top to quickly receive high-
intensity sunlight. As sun is the main and unlimited source of 

energy for life on Earth [10]. Solar collectors convert the 
energy of the sun into electricity. Cells are now used to store 
this electrical energy. The motor is connected to these cells 
using connecting wires. A total of five motors were used here, 
out of which four were used to drive the wheels of the grass 
cutting machin and one motor was used to drive the cutting 
knives. The blade thus rotates at high speed and cuts the grass. 
The motors are connected to an Arduino Uno, which regulates 

their direction of movement. The relay that is connected to the 

Motor torque (60 rpm) 15 kg-cm 

Blade motor 2400 rpm 

Cell Specification 12V/3Ah 

Cell full charge duration 2 to 3 hours 

Shearing height 1.5 cm 

Wheel radius 50 mm 
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Figure.3. Circuit Diagram of arduino uno      

Arduino Uno is connected to one of the grass-cutting motors. 
The Arduino Uno has been pre-programmed to send signals 
via a Bluetooth transceiver, allowing it to be easily detected 
by mobile phones. The connection pins connect the Arduino, 

motor controller, and relay to the Bluetooth transceiver, 
allowing data to be sent to the configured device. The 
Bluetooth transceiver transmits the incoming signals and 
completes the setup by sending the waves to the designated 
device and cutting the grass. Connection pins, often known as 
jumpers, are used to transfer data from one component to 
another. Using the application software loaded on the phone, 
the functions of the phone can be controlled from a specific 

range.  

6. CONCLUSION 

The purpose of this project is to design and build a smart grass 

cutting machine that uses an Arduino Uno instead of a 
Raspberry Pi to produce higher I/O. A PVC frame is used to 
create the structure due to its light weight and anti-corrosion 
properties. The wiring is also done through inside of these 
tubes to protect the wires. The entire setup is remote 
controlled. Various related calculations were also done to find 
out the actual capability of the machine. To the best of our 
knowledge, the above combinations have not been previously 

reported. As the technology goes through the process of 
upgrading every day, the smart solar lawn mower can be 
further developed by the industry. 
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ABSTRACT 

When a regular travelling wave passes through a sudden area 
expansion, shock wave diffraction develops. The flow 
properties are described by the words turbulent, compressible, 
and vertical, which are gradually smeared out due to 
turbulence's dissipative nature. The investigation of these 

phenomena reveals numerous flow patterns, including shear 
layer generation, vortex development, and vortex/shock 
interaction. Shock wave motion is significant in many 
disciplines of engineering, and it is becoming increasingly 
important in medical applications and inertial confinement 
fusion techniques. Moving shock waves form complicated 
flow structures when they encounter a change in area, which 
can be difficult to comprehend. Experiments and other 
numerical analyses have been conducted by previous scholars 

to investigate this issue in greater depth. There was a gap 
between numerical and experimental work that had gone 
unsolved. One of the goals of this research is to study the 
disparity between numerical and experimental work, as well 
as what experimental approaches are appropriate for this type 
of work and how they should be implemented. The majority 
of past research has focused on abrupt changes in geometry 
that result in immediate flow separation. In characterising 

high-speed flow around complex structures, accurate 
prediction of the impacts of a neighbouring wall on the global 
flow behaviour behind a diffracting shock wave is critical. 
Using numerical analysis, this study investigated the near-wall 
impacts on flow patterns behind a diffracting shock wave on 
curved walls. Curved walls will also be examined in this 
study, as well as complex flow features. To explore the effect 
of shock waves on the flow field produced and to compare 

with previous work, numerical simulations were performed 
using the ANSYS Fluent to explore the impact of a shock 
wave on the flow field created and to compare it to a 
different turbulence model, such as the K-omega, k-
epsilon, and SST transition models. 

Keywords: shock wave, diffracted shock wave, curved wall 

1. INTRODUCTION 

High speed non-stationary flows are characterized by shock 

waves which affect the efficiency and control of aircraft, and 
supersonic flow devices. The high acceleration of current 
flying vehicles, the selection of optimal projectile/missile 
designs, and research on the flow behavior behind a shock 
wave diffracting over complex convex barriers is motivated 
by advancements in engine intake and exhaust systems. The 
effect of the near wall on the global flow field must be 
explored in order to understand the complicated flow structure 
behind a diffracting shock wave. To make accurate forecasts 

of flow features at the wall surface, the behavior must be 
understood. Skews' previous work ([1], [2]) concentrated on 
basic convex walls, with a particular emphasis on the 
diffracting shock wave's shape while a later investigation by 
Skews [3] on circular arc and multifaceted walls did not 

comprehensively discuss the near wall effects on the flow 
pattern. Law et al. [4] investigated the near wall effect on 
curved and multifaceted walls but the transient development 
of the flow features were not exhaustively explained. The 
current study examines the impact of a near wall on the flow 
field behind a shock wave diffracting over a curved wall and 
Numerical simulation of different turbulence model such as k-

omega, k-epsilon and SST transition model. 

Normal shock waves can additionally be seen as fixed waves 
comparative with a wing on a flying plane for example, or as 
precarious moving waves comparative with a proper lab 
perspective. An unstable shock wave is generally 
characterized as a non-straight wave which goes at supersonic 
rates. It is pictured as a acute minor wave front across which a 
portion of the stream properties, for example, pressure, 
temperature, thickness, entropy and speed of stream change 

unexpectedly. The thickness of a shock wave is tiny contrasted 
with different lengths qualities of liquid stream. 
Temperamental shock waves can happen normally as on 
account of a seismic tremor, volcanic emission also lightning 
bolt. A portion of the man caused guides to remember 
explosion for mining or development. They are usually 
created unexpectedly which lead to unwanted 5 outcomes, for 
example extraordinary clamor levels, pressure loads, sonic 

blast, and so forth Shock waves produced by blasts cause 
harm and may bring about fatalities. Shocks should be 
weakened rapidly in mines and passages to guarantee 
wellbeing. Pressure weakening of a moving amazement 
engendering in a pipe is fundamental in heaps of uses, like 
wellness and wellbeing, transportation (extreme speed trains 
and vehicle silencers), and the synthetic business (pipe 
stacking). At the point when considered o openings, vessels, 

aggregators, shut cylinders, move portion decreases, or valves, 
those strain waves as often as possible explanation 
unreasonable stacking on funnelling structures in business and 
thermal power stations, and while contemplated o holes, 
vessels, gatherers, shut cylinders, move fragment decreases, or 
valves, they can reason large strain increment (Movahed and 
Groenig, 1986).After a duration of time, the strain waves 
merge, turning into more potent and, in a few cases, forming 

new surprise waves. Due to their abrupt front, those surprise 
waves create better stresses in brief tubes than strain waves of 
similar power however longer extensions. In exhaust ducts 
and tunnels, strain attenuation of those surprise waves is 
inherently present, with the roughness of the partitions 
gambling a key component within side the strain attenuation 
upstream. Previous research (Igra et al., 2001) has revealed. 
When a surprise wave propagates right into a branched duct or 
into massive damping chambers, the foremost mechanism 

answerable for lowering the surprise wave is more than one 
enlargement waves created through grooves and branched 
junctions. Amplification of surprise waves, on the opposite 
hand, has been stated because of more than one reflections or 
compression waves. The improvement of numerical 
techniques to interrupt the conservation legal guidelines for 

4

mailto:sachinsingh2255@gmail.com


compressible overflows, particularly the Euler equations, has 
matured. In the beyond few decades, a number of numerical 
schemes with high-order delicacy had been developed (Toro, 
1999). The majority of them produce super consequences on 
each based and unstructured morass, and had been prolonged 

to extra complicated bodily systems. Due to the quick take a 
look at time, surprise tube flows are characterized through 
shakiness. The computational findings of the risky Euler 
equations had been used to correctly constitute surprise 
propagation, reflections from walls, and frame commerce. For 
example, the disparity among experimental prints and 
numerical findings of the Euler equations in surprise surge 
fastening in a massive chamber may be significant. 

Shock diffraction, among the most important discoveries in 
surprise factors, has been proven numerous times as a 
numerical test for the computerization of unsteady 
compressible overflows. During the 18th International 
Symposium on Shock Swells, traditional check of surprise 

diffraction round a 90-diploma nook becomes organized; 
Takayama and Inoue highlighted diverse numerical and 
experimental consequences (1991). By evaluating numerical 
consequences of the Euler equations with experimental prints, 
it's far clean that high-order Godunov-kind schemes, 
piecewise parabolic system (PPM), finite quantity Galerkin 
scheme (FVGS), FEM-FCT, TVD-kind schemes, or different 
schemes can correctly reproduce diffracting surprise swells, 
growth swells, and the form of the principle whirlpool. 

2. METHODOLOGY 

The analysis was done using numerical techniques. The 
Numerical method chosen, involved solving the Reynolds 
Averaged Navier-Stokes (RANS) equations with K-omega, K-
epsilon and Shear Stress Transport (SST) turbulence model. 
The characteristic length was obtained by utilising the radius 
of the curved wall as the flow domain. The inlet and outlet 
boundaries are as shown in below figure, with the primary 

flow direction from left to right. All other boundaries were no-
slip walls. 

 

Figure.1. The flow domain for the simulation 

The inlet boundary is two trademark lengths high and three 
trademark lengths upstream of the beginning of the divider 
shape, to take into account the damping out of mathematical 

commotion emerging from the imprudent beginning of the 
stream at the channel. The outlet is three typical lengths 
downstream of the curved wall and four characteristic lengths 
tall so that the flow along the wall is not affected by the 

outflow boundary. The flow domain was discretised using 
structured mesh. The numerical analysis was carried out on an 
Intel i7, 3.40 GHz CPU with 6 GB of RAM and each 
simulation took about 6-8 hours. 

2.1. Geometry and meshing 

The domain of the flow is defined using a curved wall which 
is having some radius as feature length. The entry limit was 

feature length four and feature eight the height of the river at 
the beginning of the bending of the wall. Exit point the 
boundary was 16 elements long and 12 cubits long feature 
height below curved wall. These the length is chosen so that 
there is a sufficient space from inlet for any sound produced 
by impulsive the start of the flow will decrease again. It will 
not interfere with the flow if you order the shocking 
interaction of the incident with the exit border to the area of 

interest the duration of the estimated test periods. At hundred 
mm feature length, it means the proportions of the entry and 
exit limits are the same as the size of shock tube. All borders 
were not the entrance or exit the boundary was set as fixed 
temperature, fluid limits. The background was started in 
typical atmospheric conditions; then the inlet was placed at a 
fixed speed inlet at a temperature, pressure and speed 
similar to that of flow after a ordinary shock to the estimated 
Mach number calculator. Exit border separated from the flow 

after the shock and for a long time as an exit point the border 
is far sufficient; the border can be hard wall and should not 
strongly affect the results. In this a case of twelve length 
features seems to suffice. 

               (a)                                                     (b) 

Figure.2. (a) Zoomed view of Structure Mesh, (b) 

Structure Mesh 

3. RESULTS AND DISCUSSION 

The flow domain behind the diffracting shock is divided into 
three regions after the start of separation: steady expanding 
gas upstream, complex flow region and the compressed flow 
downstream. These regions were developed as a result of the 
diffraction of the incoming shock wave as it moved on the 
curved wall. 
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3.1 Pressure Contour and Velocity 

Contour 

Figure.3. (a) Pressure Contour 

 

Figure.3. (b) Velocity contour 

3.2. Boundary conditions and solver 

setting 

The numerical analysis is carried out with the sales Navier- 
Stokes (RANS) Central Reynolds Solution Code, particularly 
the ANSYS Fluent. The law of ideal gas The model was 
solved using a hybrid solver that took into account both 
congestion and Menter's [13] By C. Law et al., Shear Stress 
Transport (SST) k-order Model. Because it combines k- and 
k-turbulence models to employ a nearby wall k-model 

durability and k-turbulence model streaming free accuracy, the 
SST turbulence model was chosen. This is significant in light 
of the fact that the field of flow has areas of strong vorticity 
that are spaced apart by up to and flow separation. The 
mineral-based approach employs an algebraic multi grid 
method along with a Gauss-Seidel-based line equation 
solution [14]. A primary cell code called ANSYS Fluent 
Release 2020R1 employs a variety of different approaches to 

assess the flexibility of cell boundaries. A clear schedule based 
on current data, such as advanced choices, is worth the 
investment when a system with second order increase is 
chosen for the one-time split. Courant number is set to 1.5. 
Gradient’s number limits there are those that ensure stability 
in the separation of air schemes; deficit setting uses least 
modulus the task of cutting off many shoots and less when 
rebuilding numbers on the surface of the cell [14]. Default 

limit saved as a first order solution for all types of 
discontinuation. 

3.3. Validation of turbulence model of 

different radius of curved wall 

(a) Radius=25mm 

        Figure.4.(a) Validation of turbulence model(R=25mm) 

(b) Radius= 100 mm 

 

      Figure.5.(b) Validation of turbulence model(R=100mm) 

3.4 Percentage Error 

Table.2. Error in wall pressure 

SR.N. Time(ms.) Wall 

Press. 

(self) 

Wall Press.\ 

(References) 

% 

Error 

1. 2 87000 87000 0 

2. 4 140000 129500 7.5% 

3. 6 186000 164610 11.5% 

4. 8 210000 184170 12.3% 

5. 10 256000 216576 15.4% 

Net Percentage Error 9.34% 

                                 Table .1. Parameters 

Parameters values 
Gas (air) velocity (m/s) 514.5 
Turbulent kinetic energy 0.09375 
Specific Dissipation Rate(1/s) 641.8003 
Density of air (kg/m2) 1.225 
Temperature(k) 288.16 
Viscosity of air (kg/m-s) 1.7894e-5 
Ratio of specific heat 1.4 
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3.5 Grid Independent Test 

Figure.6. Gride independent test (c) 

4. CONCLUSION 

Understanding the complicated go with the drift shape at the 
back of a diffracting surprise wave calls for that the impact of 
the close to wall on the worldwide go with the drift subject be 
studied. The behaviour ought to be understood that allows you 
to make correct predictions of the go with the drift capabilities 
on the wall surface. As the inlet velocity increases, the shock 
wave diffraction on the curved surface increases. 

The conclusions of this study are divided into Four main 
sections: 

 Investigation of different Turbulence models. 

 Investigation of the Curved wall surface. 

 Quantitative Validation of three turbulence model 
(K-omega, k- epsilon SST model. 

 In Grid Independent Test maximum pressure 
obtained at 0.5 million elements. 

The numerical simulations proved significantly more 
challenging for the round geometry due to the presence of 
viscous phenomena in the flow. 
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ABSTRACT 

Blast waves are studied numerically either by taking the fluid 
flow as inviscid or using a turbulence model. This research 
looked at how introducing a larger or smaller object into the 

open end of a shock tube could affect the blast wave's impact 
on a wall downstream. An object is inserted inside a shock 
tube. Blast wave is generated using a shock tube. ANSYS 
Fluent is utilised for simulation, and structured mesh is 
employed. Initial pressure in the driven part is atmospheric, 
whereas initial pressure in the driver section has a pressure 
ratio of 40. Computational Fluid Dynamics simulations were 
performed to research the impact wave generated by a impact 

wave and the explosion load caused by the pressure 
distribution on an object inside a shock tube at a certain 
distance. [1] Today, commercial and military buildings and 
vehicles need explosion wave mitigation more than before. An 
object is inserted inside a shock tube for the reduction of blast 
load on an exit of a tube. Blast waves interacting with 
different size objects are placed at the same locations in this 
study for a pressure ratio of 40. By numerically solving the 

unsteady, we can simulate the detonation of a blast generated 
in a shock tube. After all the observations, our final 
conclusions are that the pressure force varies with the size of 
the object in the shock tube and the positions of the object, the 
higher the size of object, the greater the pressure force 
generated. if it's in close proximity to the shock tube., so the 
faster and more pressure, the force will be generated. This 
study will be extremely useful to understand the effect of blast 
waves and very helpful in mitigation of blast waves.  

Keywords: shock tube, blast wave, k-epsilon model, driver 

section, driven section 

1. INTRODUCTTION 

When initially high pressure is created on driver section and 
atmospheric pressure is created on driven section after that 
flow moving from high pressure to low pressure and after that 
blast waves are reflected by walls and other surfaces in shock 
tube, they become more influential, creating greater damage 

than high explosions in similar spaces. A scan of major 
terrorist acts over the previous few decades reveals a dramatic 
increase in the number of people killed or injured by blasts, as 
well as significant economic damages. Scientists and engineers 
have become more aware of the breakdown of engineering 
buildings and materials under blast loading as a result of 
repeated terrorist attacks. Blast wave analysis is required to 
anticipate the behavior of buildings under blast loads. When 

initially high pressure is created on driver section and flows 
moving from high pressure to low pressure and at the end of 

driver section due to atmospheric pressure is created on driven 
section after those high pressure which rupture the diaphragm 

section and After the diaphragm, the high pressure is 
transformed into a high pressure wave, which then generates 
the blast wave. 

In this study, we examined the efficacy of dispersing 
numerous objects of differing sizes and locations along the 
wall downstream of the exit of an open-ended shock tube. and 
determined the amount of force exerted on each object. The 
analysis was done by using computational methodology for 

calculating the pressure distribution on wall by performing 
CFD simulations. In this investigation, the pressure 
distribution on the wall was determine is compared for five 
distinct scenarios: no object, an item put at a distance of 5D, 
an object put at a separation of 6D, an object positioned at a 
distance of 7D, and an object positioned at a distance of 8D; a 
multi-object scenario is also investigated. Both a 40:1 and a 
50:1 pressure ratio are modeled and simulated.  

 

Figure.1. Computational Domain 

Kleine et al. (2005) generated the blast waves using explosive 

charges to carry out the experiments related to blast waves. 
Sadot et al. (2017) generated the blast waves using explosive 
wires to carry out the blast wave experiments. They presented 
a method to produce laboratory-scale, controlled explosions. 
Using various types of chemicals blast waves are generated 
for experiments (Borisova et al, 2009; Ishii et al. 2018). 
Arakeri et al. (2004) studied the generation of the vortex ring 
along with the shock wave diffraction from the shock tube 
open end using the particle image velocimetry.  

Experimentally investigating the explosion is costly. A limited 
number of results are also extracted from an experiment. 
Consequently, numerical simulations are performed. Kumar et 
al. (2020) exhaustively analysed the diaphragm rupture 
pressure, length of driven section, and gas inside the driver 

section of a shock tube. They examined how pressure affected 
the shock tube at different locations. The effects of shock tube 
geometry on the propagation of the ideal detonation wave 
profile were evaluated by Li et al. (2017). Researchers solved 
multi-component Navier-Stokes equations to analyse flow 
dynamics at 13 and 57 diaphragm pressure ratios. The 
mirrored blast wave combined with the shock wave at PR 13. 
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 Dispersed and reflected wave interaction gives the trailing jet 
multiple triple spots and a PR value of 57. Blast wave genesis 
and jet interaction with objects generate more vorticity than 
blast wave diffraction and primary vortex ring formation, 
according to the enstrophy graphic. 

By putting something between the tube's exit and the wall, the 
blast can be made less powerful. For this study of how 
explosion waves interact with round objects, four places were 
chosen with pressure ratios between 40 and 50. By using the 
AUSM scheme and the 3rd It is possible to simulate blast 

detonation in shock tubes using the Order Monotone 
Upstream Centred Scheme for Conservation Laws (MUSCL) 
scheme for solving unstable, axi-symmetric N-S equations.  

The force of a blast on a wall goes down if an object is close 
to where the shock tube comes out and up if the object is 
moved closer to the wall. After that distance, it is nearly 

constant. The CFD results demonstrate that shock tube 
pressure ratio increases wall peak pressure. The K-ε model is 
intended for aerospace applications and effectively addresses 
boundary layer issues. 2013 (ANSYS Fluent Guide). 

2. METHODOLOGY 

ANSYS software tools are used for the simulation work. 
Computational domain is two-dimensional. Geometry is 
designed using the Design Modular. The driver's section is 

165mm long and the driven segment is 1200mm long. 
Diameter of the shock tube is 64mm. The shock tube exit is 
into the rectangular box of size 1000mm × 600mm. As the 
shock tube's shape is uniform about the axis that is horizontal, 
only half of it is simulated to reduce computational time. 
Meshing is done using the meshing tool available in the 
ANSYS workbench. Minimum orthogonal quality of the mesh 
is 0.999988, maximum orthogonal skew is 1.72853e-06 and 

maximum aspect ratio is 19.63. There are a total of 175,000 
parts, and there are a total of 176451 nodes. Solver is density 
based. Pressure in the driver section is 4000000 Pa. and 
101325 Pa. in the driven section. All boundaries except the 
axis are taken as wall. 

                                           (a) 

 

 (b) 

Figure 2. Grid zoomed at (a) front side of the driver section  

 (b) Backside wall 

2.1 Governing equation 

The Navier-Stokes equations regulate CFD. It relies on the 
physical properties of the fluid conservation law. For 
explosion wave simulations, the continuity equation, energy 

conservation equation, equation of state, momentum 
conservation equation and turbulence modelling equations are 
the equations for 2-dimensional, unsteady, compressible 
flows. These equations are expressed in differential form as 

2.1.1 Continuity equation 

 
𝜕𝑝

𝜕𝑡
 + 

𝜕𝑝𝑈𝑖

𝜕𝑥𝑖

=0 

  𝜌
𝜕𝑈𝑗
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𝜕𝑥𝑖
=−

𝜕𝑝

𝜕𝑥𝑗
−
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𝜕𝑥𝑖
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2.1.2 Momentum equations 
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Where 

    𝜏𝑖𝑗   = −𝜇(
𝜕𝑈𝑗

𝜕𝑥𝑖
+

𝜕𝑈𝑖

𝜕𝑥𝑗
) +

2

3
𝛿𝑖𝑗𝜇

𝜕𝑈𝑘

𝜕𝑥𝑘
   

1: Time dependent local exchange  

2: Convection due to momentum 

3: Pressure force  

4: Reynolds stress due to turbulence 

5: Momentum exchange of molecule (diffusion) 

2.1.3 Energy equations 

ρcμ

𝜕𝑈𝑗

𝜕𝑡

1
  

+   ρcμUi

𝜕𝑇

𝜕𝑥𝑖
=

2
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𝜕𝑝

𝜕𝑥𝑗

3
   

+𝜕2𝑇

𝜕𝑥𝑖
2

4
  

−τ
ij

∂Uj
∂xi
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1: Local energy change with time  

2: Convective flux term 

3: Work due to pressure  
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4: Heat flux term (diffusion) 5: Mechanical energy is  

5: Transferred to heat in an irreversible manner  

2.1.4 Equation of state 

For a perfect gas 

P = 𝜌𝑅𝑇 

Where P represents absolute pressure of gas, and 𝜌 
represents density, R represents universal gas constant and 
T represents Temperature. 

2.2 Boundary conditions and solver 

setup 

Prior to hitting the shock-absorbing tube, the motorised part is 
subjected to one atmosphere of pressure and three hundred 
kelvin of temperature. Air is a medium that is utilised all over 
the world due to the nearly ideal qualities that it possesses. In 
two different instances, the patches in the driving region are 
both squeezed and subjected to an intensely high temperature. 
Shock tubes with diaphragm pressure ratios of 40 and 50 were 

utilised in order to produce a scenario that was identical to the 
original. Rankine - Huguniot conditions were used to compute 
the temperature and density of the driving section. The pressure 
distribution on the wall caused by the shock tube's pressure 
explosion was simulated in this study using commercial 
ANSYS Fluent software. The table below shows the initial 
conditions for two of the simulation situations. In figure 
depicts the problem's boundary conditions. 

Table.3. Initial conditions used for the current simulations 

Test 

cases 

𝑃1 

(atm) 

𝜌1   
(Kg/m³) 

  𝑃1 (K) 𝑃2 (atm) 𝑃2   
(Kg/m³) 

𝑃2 (K) 

1 1 1.17 300 40 6.17 2280 

2 1 1.17 300 50 6.29 2800 

 

3. RESULTS AND DISCUSSIONS 

Figure.3. Computational domain 

The study focuses on shock tube axis and wall pressure 
distribution. Shock tube diaphragm separates gas in the driver 
part, at higher pressure, and the driven section, at atmospheric 
pressure and going from high to low pressure. It ruptures the 

diaphragm at the driver section's end, sending a supersonically 
high-pressure blast wave against the wall. The blast wave 
expands spherically outward at the shock tube exit and is 
stronger along the shock tube axis. Air pressure exists until the 
shock tube blasts the wall. Blast waves peak and then drop to 

air pressure when reflected by walls. For comparison, shock 
tube inlet pressure was X=2.36 metre. Peak wall pressure 
increases with pressure ratio (Figure 3(b)). The time to peak 
pressure reduces as the pressure ratio increases. Blast wave 
from simulation hits wall in 4 ms and is 2.36 m from 

diaphragm to opposing wall. Blast waves travel 542 m/s. All 
limitations are walls, so the blast wave hits them, reflects 
back, interacts with other walls' blast waves, and hits them 
again. This continues until blast wave energy dissipates into 
the fluid, boosting its temperature. Shock tube axis and wall 
pressure distribution are studied. The blast wave spreads 
spherically at the shock tube exit and is stronger along the 
shock tube axis. Air pressure exists until the shock tube blasts 

the wall. 

In the driver section of the shock tube, initially, Pressure is 40 
bar and density is 46.2 kg/m3. After busting of the diaphragm, 
along with the blast wave, high-density gas in the driver 
section also moves through the driven section and comes out 
of the Shock Tube exit. 

In figure 4(a), (b), (c), (d) the pressure contour at 3.2ms there 
can be seen small vortices are formed in the flow domain 

where low pressure region is observed that when simulation is 

carried out using k-ε model the showing curve is the blast 

wave. Reflected blast waves from the top and bottom wall can 
also be seen. In the contour plot only compression wave can 
be seen, because in the region of the compression wave velocity 
divergence is negative. Pressure in driver section is very high 
and after striking with the object high turbulence is create and 

which wave motion is vary with time. In which we observe 
the wave variation in different size object 

(a) (b) 

(c) (d) 

 

Figure 4. Comparison pressure contour for (a) With no 

object, (b) With one object, (c) With two objects, (d) With 

three objects. (Pressure in Pascal) 

In figure 5 (a), (b), (c), (d) the velocity divergence contour at 
4.1ms in this we can see that when there is no object the blast 
directly goes and strikes the wall can see that figure 5 (a) now 
when we put ne object in front of the blast wave and exit of 
the shock tube the blast get mitigated and we can that in figure 
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5 (b) where the velocity curl becomes drastically low after the 
object but when we two object in front of the blast wave at 
exit of the shock tube the velocity curl again increases after 
striking both the object, we can see that in figure 5 (c) now 
coming to the fourth figure that is figure 5 (d) and comparing 

with other contour, here blast wave gets mitigated after 
striking three object but compare to one object it is 
considerable low. 

 (a)  (b)  

(c)  (d)  

Figure.5. Comparison Vorticity contour for (a) With no 

object, (b) With one object, (c) With two objects, (d) 

With three objects. 

Figure.6.(a) comparison of pressure distribution on 

wall when placing multi object at exit of shock tube 

My final conclusion that by comparing all the contour we can 
say that blast is well mitigated only there is one object but we 
increases number of mitigated but comparatively low this is 

cause due to the turbulence that is created due to increse the 

number of object in front of the shock tube and at exit object 
then wave gets of the shock tube. 

 

 

 

Figure.6. (b) Zoomed view of the above graph 

 

Figure.7. (a) Comparison of pressure distribution at 

1.365m distance from shock tube when placing multi 

object at exit of shock tube. 

 

Figure.7. (b) Zoomed view of the above graph 

At the conclusion of the experiment, the pressure was 

measured at the end of the shock tube along a vertical line 
extending from (X=2366 mm, Y=0 mm) to (X=2364 mm, 
Y=350 mm) at a rate of 4.15 milliseconds. This was done for 
each of the following scenarios: no objects, one object, two 
objects, and three objects. With the help of the data, we were 
able to determine that the pressure ratio of the diaphragm was 
40. The decrease in wall pressure is due to the fact that the 
major vortices aren't lifting at that precise instant, as well as 

the fact that shock waves aren't being reflected. This study 
found that when the diaphragm to chamber pressure ratio is 
40, the force of the blast on the wall is lower upstream of the 
shock tube exit but seven times the shock tube diameter when 
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confronting the wall. When the object approaches the wall, the 
blast load can be seven times the shock tube's diameter. 

The blast load that is exerted on the wall is reduced as the 
distance rises (fig.). The picture demonstrates that the blast 
load on the wall will lessen when the object is placed further 
downstream of the shock tube exit, and that it will increase 
when the object will be travelling towards the wall at a 
pressure ratio of 40. The creation of a structure that is capable 
of mitigating the effects of blast waves will be beneficial. 
According to the information that was gathered, the peak 

pressure value on the item drops whenever the size of the 
object is made smaller, but it rises once the size of the object 
is made larger. 

From the above zoomed view of the figure 6 (a) ,(b) and figure 
7 (a) , (b) we can see the different curves of pressure variation 
with respect to time here we can that the peak pressure 
achieved on the wall is for no object and when we increase the 
number of object at exit of shock tube we can see that as the 

number of object gets decreases then gets decreases. 

Based on my findings, I have concluded that the 
pressure/force generated by a shock tube depends on the 
object's size and its position within the tube; the larger the 
object, the greater the pressure/force generated, while the 
higher the object is within the tube and the closer it is to the 
tube, the faster the pressure/force will be generated. It has 
been noticed, as shown in figure, that when the pressure ratio 
increases, the peak pressure on the wall also increases. It also 

shows that when the pressure ratio rises, the pressure reaches 
its maximum value faster. To sum up, I found that when there 
is only one object, the blast wave is well mitigated, but when 
there are more objects, the wave is mitigated but still 
relatively low. This is because of the turbulence that is created 
when more objects are placed in front of the shock tube and at 
its exit 

4. CONCLUSION 

When we take a look at the simulation of the blast wave 

generation Using a piece of commercial CFD software 

called ANSYS Fluent, we were able to model both the 

pressure burst that came from the shock tube as well as its 

interaction with the wall. In order to tackle the problem of 

the transient flow, an implicit formulation of the second 

order was used, and the non-steady Navier-Stokes equations 

that involved compressible fluid were solved numerically in 

the form of an axi-symmetric system. The results of these 

two processes were then compared. These equations were 

coupled with the energy equation and the equation of state. 

In order to solve the convective terms, a Third Order 

MUSCL approach and an AUSM flux vector splitting 

scheme are utilised. T 

he issue of blast load that is exerted on the wall as a direct 

consequence of the distribution of pressure has been 

researched for a number of different item sizes using a 

pressure ratio of 40 within the shock tube in order to gain a 

more in-depth understanding of the blast load that is exerted 

on the wall as a direct consequence of the distribution of 

pressure. This was done in order to get a better 

understanding of the blast load that is exerted on the wall as 

a direct consequence of the distribution of pressure.  

According to the statistics, it is abundantly evident that 

relocating an object closer to the downstream end of the 

shock tube exit would result in a reduced blast load, whereas 

moving it closer to the wall from the shock tube outlet 

would result in an increased blast burden. The opposite of 

this result would occur if the object were pushed closer to 

the wall from the outflow of the shock tube. The findings of 

this research have the potential to be exploited in the 

construction of architecture that provides higher protection 

against blast waves. This protection might potentially be 

achieved by using the findings. 

  

Pressure, force varies with the size of the object in the shock 

tube and the position of the object, the higher the size of 

object, the greater the pressure, force created, and the higher 

the object is in the shock tube and more the object is near to 

the shock tube, the faster and more pressure, the force will 

be generated. The peak pressure value on the object is 

decreases if object size decreases and when increase the 

object size then peak pressure value on the object also 

increases. 

5.   FUTURE WORK 

 Study an effect of blast load on object by placing it 
different position at exit of shock tube. 

 The formation of shock wave, vortex ring and vortices 
due to interaction of blast with object will be study in 
near future. 

 Based on this analysis the optimize distance from the 
exit of shock tube of the object can be calculated with 
the study in near future. 

 The performance of a versatile shock tube that can be 
used to test different structural component at full or 
reduced scale. 
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ABSTRACT 

The quest for new materials in the area of optical 
electronics has had a significant impact on research into the 
development of nanocomposite materials with specific 
properties. In this study, graphene oxide-zinc oxide (GO-
ZnO) nanocomposite thin films are produced and 

comprehensively studied in preparation for their application 
in UV detection. The typical combination of zinc oxide and 
graphene oxide allows for the synergistic use of the 
exceptional electrical and optical properties of both 
materials. TherGO-ZnO nanocomposite thin films were 
produced utilizing a straightforward and scalable solution-
based technique that used a controlled chemical synthesis 
procedure. According to the structural and morphological 
analysis, the ZnO matrix and the graphene oxide sheets 

were successfully merged, keeping the homogeneity and 
crystallinity of the film. SEM and X-ray diffraction (XRD) 
were also employed to confirm the nanocomposite's surface 
characteristics and structural soundness. The GO-ZnO 
nanocomposite thin films' UV detection ability was 
thoroughly examined. In comparison to pure ZnO sheets, 
the photodetector devices showed dramatically improved 
photocurrent responsiveness and good UV radiation 

sensitivity. Additionally, the exceptional stability and 
repeatability of the nanocomposite during prolonged 
exposure to UV radiation highlight its potential for useful 
applications in UV sensing and photo detectionsystems. 

Keywords: graphene oxide, zinc oxide, nanocomposite, 

thin films, uv detection, photodetector, optoelectronics. 

1. INTRODUCTION 

In the rapidly expanding fields of modern electronics and 
optoelectronics, the hunt for materials with remarkable 
electrical and optical properties has become essential. A 
single sheet of graphene is made up of a two-dimensional 
honeycomb lattice of carbon atoms. It has exceptional 

flexibility, mechanical strength, and electrical conductivity. 
The wide-bandgap semiconductor zinc oxide (ZnO), on the 
other hand, is renowned for its remarkable optical 
characteristics due to its high UV absorption and good 
transparency in the visible spectrum [1]. Combining the 
unique properties of graphene and ZnO inside a 
nanocomposite framework promises the development of 
novel materials that surpass their component components 

[2]- [4].The interaction between graphene and ZnO in 

nanocomposite systems has garnered a lot of interest 
recently due to the potential for concurrently harnessing the 
excellent electrical and optical capabilities of both 

materials [5]. The readily synthesized and functionalizable 
graphene oxide (GO), a derivative of graphene, has a 
variety of advantages. ZnO thin films optoelectronic 
capabilities can be enhanced by adding GO as a potential 
matrix, notably in the field of UV photo detection [6]- [8] 
For UV-based applications to fully realize their promise, 
high-performance UV sensors with improved sensitivity, 
rapid response, and exceptional stability must be 
developed. Photoluminescence. Due to their adjustable p-

type photoluminescence, nanocomposite materials have 
become intriguing options for UV photodetectors in this 
context [9]. The primary subjects of this work are the 
synthesis and characterization of thin films constructed of 
graphene oxide-ZnO (GO-ZnO) nanocomposite materials, 
with a focus on the materials' UV detection characteristics 
[10]- [13]. By combining the unique properties of GO and 
ZnO, these nanocomposite films have the potential to 

provide better UV photo detection capability. This work 
aims to shed light on the structural, morphological, and 
electrical characteristics of GO-ZnO nanocomposites in 
order to comprehend the mechanisms underlying the 
enhanced UV sensitivity of these materials. 

2. CHEMICALS AND MATERIALS 

Graphene oxide (GO) was created using graphite flakes 
(325 mesh size, obtained from Alfa Aesar). The following 

chemicals were purchased from Alpha Aesar and utilized as 
received: sulphuric acid (H2SO4, 98%), potassium 
permanganate (KMnO4, 99.9%), hydrogen peroxide (H2O2, 
30%), NaNO3, and ZnO. Alpha Aesar provided aluminum 
powder, which was purchased and applied as supplied. 
Throughout the sample preparation, distilled water and 
ethanol were employed. 

2.1 Synthesis 

The process of making graphene from graphene oxide 
generally involves the following steps: 
1. Graphene oxide preparation: Graphene oxide was 

typically prepared by the graphite(1g) oxidation mixed 
with 0.5g NaNO3 using a strong oxidizing agent such 
as potassium permanganate (3g very slowly)mixed 
with 25 ml concentrated H2SO4. This process 
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introduces oxygen-containing functional groups onto 
the surface of graphene, making it hydrophilic. The 
mixture was stirred for 1.3 h in an ice bath after 
stirring 140ml of DI water and 7 ml of H2O2 was 
added in the beaker solution and stirred for 2.5h. 

2. Reduction of graphene oxide: In order to successfully 
get removal of the functional groups that contain 
oxygen and restore graphene's sp2 carbon-carbon 
bonding, graphene oxide must be reduced. This may 
be done by combining graphene oxide with a reducing 
agent (sodium borohydride, 2g), which are then 
combined in ethanol, a solvent. To make sure the 
graphene oxide is evenly distributed, the liquid is next 

agitated. The mixture is heated, typically at 
temperatures between 70°C to 100°C, to initiate the 
reduction reaction  

3. Exfoliation of graphene:The reduced graphene oxide 
can then be mechanically sheared for two hours, 
mechanically stirred to separate the graphene oxide 
flakes, and then the resultant graphene sheets can be 
dispersed into a solvent. 

4. Purification of graphene:Impurities such persisting 
oxidizing chemicals, unprocessed graphene oxide, or 
metallic catalysts utilized during production may be 
present in the graphene sheets. As a result, the 
produced graphene needs to be repeatedly washed 
with ethanol and DI water, then filtered and heated at 
70°C. 

 
Figure.1. Process of making graphene 

 

 

 

 

 

 

 

Figure.2. Reduction of GO to graphene 

 

 

Figure.3. Illustration of detailed processing of rGO 

Fabrication of ZnO-RGO composite In this study, ZnO-

xRGO nanocomposite materials in various proportions 

(where x=1%wt and 1.5%wt) were prepared using powder 
metallurgical procedures. To eliminate impurities, the 
samples were further dried at 800C for 12 hours after being 
combined with 1%wt and 1.5%wt reduced graphene oxide 
powder and ZnOpowder in a ball mill at ambient 
temperature for 5 hours. 

 
Figure.4. Process for synthesis of GZnO nanocomposite  

3. RESULTS & DISCUSSIONS 

Figs.5a show the Scanning electron microscopy (SEM) of 
pure grapheme which is prepared by the modified hummers 
method, Figs. 5 b &c shows the morphology structure of 

RZnO composite material powders in different proportions 
of graphene(1% & 1.5%wt) after the ball milling process. 
In the composite, RGO sheets are found on ZnO powder 
particles. The surfaces of the ZnO powders are covered 
with coiled and wrinkled RGO sheets, as seen in the 
enlarged SEM image. This outcome may result in the 
effective graphene in zinc oxide reinforcing action. The 
distribution of the reinforcement phase on ZnOl particles 

was seen in the SEM images of AMC powders reinforced 
with FLG sheets. But very little evidence of FLG sheets 
adhering to ZnOl particles has been found, and FLG sheets 

NaBH4 
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have often been used in conjunction with ZnO powders. 

           (a) 

            (b) 

        (c) 

Figure.5. SEM images of  graphene and GZnO 

composite 

UV-VIS absorption spectra of graphene oxide (GO) 
(black), zinc oxide (ZnO) nanoparticles (pink), and 
ZnO/GO ratios of 1:1 (blue), 1:5 (amber), and 1:25 (red). 
There was water in every solution. 

 

Figure.6. UV-visible absorption spectrum of reduced 

graphene oxide-ZnO nanocomposite thin film 

4. CONCLUSIONS 

In this study, GO was created utilizing a streamlined 
version of the Hummers process and developed as a low-
cost, easy-to-use, and environmentally responsible way to 
create various RGO-based nanocomposites, including ZnO 
graphene nanocomposite material. 

SEM and UV Vis were used to examine and successfully 
describe the sample. The SEM findings imply that the 
graphene nanoparticles in the ZnO metal oxide matrix are 

distributed uniformly. The prior literature also supports the 
particle sizes found in these observations.  
In conclusion, mechanical stirring was used to create ZnO-
graphene composites. Based on the SEM and UV Vis 
results, it is hypothesized that uniform mixtures of RGO 
between the ZnO particles were obtained such that there 
were no significant agglomerates, demonstrating that the 
mechanical mixing method using the ball and the powder in 

an aqueous dispersion was effective in producing the 
composite powder with good homogeneity and no 
oxidation. 
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ABSTRACT 

This study focused on a two-body point absorber-based wave 
energy converter that extracts energy from the water by 

drifting up and down with the wave motion. Then ovel 
geometry of a two-body point absorbers has been used to 
carried out static and transient structural analysis.The time 
varying load are applied on the system, all of which are 
analysed thoroughly for von-mises stress and total 
deformation. Acceptable results were obtained for most of the 
components. 

 Keywords: Point absorber, hydro dynamic force, 

ansys, steel and aluminium properties 

1. INTRODUCTION 

As fossil fuel sources run out and the need for energy rises, 
several nations are putting significant effort into developing 

renewable energy resources. There are, however, other reasons 
to think about putting more focus on creating renewable 
energy sources, not only environmentalists but People in 
general are more and more aware that consuming fossil fuels 
and releasing pollutants into the environment contribute to 
warming our planet, the effects of which are currently being 
addressed on a global scale. 

To have significant effects on the green energy environment, 
all prospective resources must be explored and developed [1]. 
Compared to wave energy, solar and wind energies have so far 
drawn a lot of attention. When compared to other energy 
sources like as wind and solar energy, the energy from waves 
has a higher energy density contains 2–3 kW/m2 of per unit 
volume of energy while wind and solar contain 0.5 kW/m2and 

0.1–0.3 kW/m2per unit volume of energy respectively [2].This 
high energy density seems to have the potential to harvest 
electricity with better efficiency when compared to other 
techniques of renewable energy. Two-thirds of the earth is 
covered with water, with intermittent waves that are a 
potential form of energy just waiting to be harnessed [2].The 
device responsible for capturing and converting wave energy 
is the wave energy converters (WECs). There are three basic 

ways to harvest wave energy 

Oscillating water columns: Waves move upwards and 
downwards vertically to create water or air pressure that can 
be used to power a turbine. 

Oscillating body systems: The wave created rolling, pitching, 
or heaving of a body that floated, which was used to operate 
the turbine via cams or shafts. 

Overtopping converters: The pressure generated by the 

concentrating of waves into a narrowing channel is used to 
rotate the turbine. 

The oscillating body kinds of WEC, or point absorbers, are the 
subject of this paper. By this definition, point absorbers have 
capture widths that are much shorter than the wavelength of 
the incoming wave and behave largely in heave motion. 

The device possesses wave orientation independence and is 
able to absorb energy from any and all wave degrees due to its 
small form, even if wave directions can change significantly 
over the course of the device's lifecycle [4]. The advantages of 
this technology also include simple production and 
implementation. However, because of nature's unpredictable 
nature, harsh sea conditions, particularly during storms, 

unusual sea states, where extremely powerful waves with 
extreme heights and forces are getting excited on the WEC, 
put many of structural and survivability inquiries, resulting in 
significant uncertainties in environmental burdens, making 
their evaluation of structure very challenging [5]. The 
organizations of this paper are 3-D model of the geometry has 
been created in the design module of ansys commercial 
software. Structural meshing of the corresponding body is 

generated in meshing module using various meshing 
parameters [6]. Grid independency test has been carried out in 
ansys static structural module corresponding to maximum von 
mises stress [7]. Transient structural analysis of the point 
absorber has been carried out to obtain total deformation and 
stresses. 

 

(a) Oscillating Water column 
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(b) Overtopping 

 

(c) Oscillating body 

Figure.1. Schematic representation of the various wave 

energy technologies 

2. METHODOLOGY 

2.1. Engineering material  

The buoy and plate stiffener of the novel geometry is being 
simulated with different types of materials like steel and 
aluminium. Therefore, in this study, the Steel and aluminum, 

which is Steel frequently used for offshore structures, are 
considered to be the materials for the buoy and plate. Table 1 
shows the mechanical characteristics of steel and aluminum, 
whereas Table 2 lists the geometry characteristics. 

Table 1: Material Properties 

Materi

al 

Densi

ty(K

g/m3) 

Modulus 

of 

elasticity 

Pois

son 

ratio 

Tensile 

yield 

strengt

h 

Compress

ive Yield 

Strength 

Structur

al steel 

7850 200GPa 0.3 250MPa 250 MPa 

Alumini
um 

2770 70GPa 0.34 280MPa 280 MPa 

 

2.2 Geometry 

Table.2.Geometry properties 

Bodies 

Centroid 

X(m) 

Centroid 

Y(m) 

Centroid 

Z(m) 

Buoy 0 0 12.3 

Plate 0 0 0.43 

 

(a) Two-body PA 

 

 

(b) Buoy 
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(c) Plate 

Figure.3. 3-D model of point absorber 

2.3 Meshing 

3-D modeled has been divided into small parts in design 
module of ANSYS commercial software to generate the 
structured mesh. The required mesh size is defined and 
various steps are performed to produce a mesh of high quality. 
Grid angles are exceptionally good, mesh sizes transition 
smoothly, and high aspect-ratio elements are generated. In 

addition, high stress region and edges are further refined. 

       

     (a) Two-body PA            (b)        Buoy                

 

(c) Plate 

Figure.4. Meshing of two-body PA 

2.4 Boundary condition 

Hydrodynamic force has been calculated from Hydrodynamic-
Diffraction analysis, has been used to perform the analysis 
[1]the change in hydrodynamic load with the duration of the 
wave energy converter, where maximum value of excitation 
forces for the buoy is 8.78kN/m and for the reaction plate is 
85.72kN/m. For grid independent analysis, maximum force is 

applied on the buoy and plate respectively to find the von 
mises stress. In this problem, force is varying with time so 
transient structural analysis has been done. In analysis setting 
the time steps is auto programmed for time of 3sec to 12sec. 
Calculated forces has been applied at CoG using remote force 
conditions of conical buoy and plate stiffener. Bodies are 
constrained using remote displacement boundary conditions 
for fixing the rotation of the body. In solution setup, total 

deformation tool and stress tool are applied to calculate total 
deformation and stress in the body respectively. 

Software tools are used for the simulation work. 
Computational domain is two-dimensional. Geometry is 
designed using the Design Modular. The driver's section is 
165mm long and the driven segment is 1200mm long. 

Diameter of the shock tube is 64mm. The shock tube exit is 
into the rectangular box of size 1000mm × 600mm. As the 
shock tube's shape is uniform about the axis that is horizontal, 
only half of it is simulated to reduce computational time. 
Meshing is done using the meshing tool available in the 
ANSYS workbench. Minimum orthogonal quality of the mesh 
is 0.999988, maximum orthogonal skew is 1.72853e-06 and 
maximum aspect ratio is 19.63. There are a total of 175,000 

parts, and there are a total of 176451 nodes. Solver is density 
based. Pressure in the driver section is 4000000 Pa. and 
101325 Pa. in the driven section. All boundaries except the 
axis are taken as wall.  

 

Figure.5. Loads applied on the body 

 
Figure.6. Supports applied to the body 
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3. RESULTS & DISCUSSION 

3.1. Grid independent test 

Grid independence was conducted on four meshes in ANSYS 

Structural module. Very negligible difference is observed by 
improving the mesh cells from 402050 to 50,698. This grid 
independence test was conducted corresponding to max von 
mises stress. So, the grid size of 402050 is considered as 
optimum mesh size. 

3.2. Governing equation 

The Navier-Stokes equations regulate CFD. It relies on the 
physical properties of the fluid conservation law. For 

explosion wave simulations, the continuity equation, energy 
conservation equation, equation of state, momentum  

 

Figure.7. Grid independent Study graph in static 

structural analysis. 

3.3. Results  

The transient structural analysis of the 2-boby point absorbers 
has been carried out using two different materials which are 
available in ANSYS commercial software package. The 
stiffener plate has undergone max defamation of 0.06m under 

the time varying load as shown in fig 8 and fig9. Whereas, 
for buoy max deformation is happening at water surface level 
when aluminum is used as shown in fig 10 and for material of 

structural steel the deformation in negligible shown in fig 11 

  

(a) (b) 

Figure.8. Deformation at water surface level when 

aluminum is used 

  

(a) (b) 

Figure.9. Deformation at water surface level when 

structural steel is used 
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Figure.10. Deformation of point absorber over applied 

force for aluminum 

 

 

Figure.11. Deformation of 2-body point absorber over 

applied force 

4. CONCLUSION 

The focuses of recent research work on the static and transient 
structural analysis of the 2-body point absorber system for 

Indian offshore conditions. The stress and deformations found 
are with respect to time varying Froude-Krylov and diffraction 
force. To obtain the accurate deformation of two body point 
absorber Fluid-Structure Interaction needs to be performed. 
Additional observations are needed because consideration 
must be given to the harsh environments expected in offshore 
conditions, which cannot be completely replicated with 
simulation. 
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ABSTRACT 

In this present research the heat transfer and flow behaviors of 
horizontal cylinder in forced convection flow over bounded 
with “whole and segmented porous layer” of metal foam are 
studied. Different-different porosity and pore density of metal 
foam layer are tested. The horizontal cylinder is heated with 
constant temperature and forced convection are tested for Re 
no. range of 8000-19000. In this study two configuration are 
tested one is for complete porous layer of constant thickness of 

1.5 diameter ratio and another is for segmented porous layer of 
same thickness i.e., 1.5 diameter ratio, in segmented porous 
layer one part is attached at 00 incident angle and another part 
is attached at the rear. The coefficient of heat transfer and drag 
are calculated in to determine the “thermal enhancement 
performance” which relates the augmentation in heat transfer 
with pressure drop. In case of whole porous layer this provides 
However, the segmented metal foam case at 00 incident angle 
gives best performance with lower pressure drop, signifying he 

best thermal enhancement factor.best result as compare to both 
the case i.e., bare case and segmented porous case but with 
higher pressure drop.  

Key words: forced convection, heat transfer augmentation, 

and segmented, metal foam. 

1. INTRODUCTION: 

Utilizing metal foams on the flow channel, especially in tiny 
heat exchangers, is a relatively innovative method for 
enhancing heat transfer from cross flowing cylinders. Metal 
foams are great candidates for improving the heat exchange 
between the surface and the flowing fluid due to their high 

thermal conductivity and tortuous paths that cause turbulent 
flows of air passing through the porous zone. Due to the 
significant pressure loss, using metal foams needs an increase 
in pumping power to accelerate the flow through them. 

The usage of non-renewable fuels is afflicted by a high rate of 
thermal energy waste, which may be more effectively stored 
and utilized. There are a number of manufacturing applications 
where energy transmission is necessary, including air 

conditioning systems, refrigeration, and automotive radiators. 
It has been a lengthy but still necessary sector in our everyday 
lives, especially with the increasing usage of miniaturised 
technological devices. Heat resources and operating expenses 
might be saved enormously by improving thermal energy 
transfer efficiency. The ancient yet effective method of 
transferring energy from a hot face by impingement gas jet 
cooling is still commonly employed today. The cooling 

method of jet impingement is utilised for a variety of systems, 
such as turbine blades and electronic devices that need 
cooling. Hueng et. al. (2007) said that the performance 
parameter heat exchanger with rise in pressure drop. 

Odabaee et. al. (2011) reported that hoe heat is transferred 
from a cylinder placed in packed bed in forced convection; 
they said that heat transfer coefficient increases with smaller in 
particle size. Leong et. al. (2011) investigated in graphite foam 
with baffled and staggered to overcome loss in pressure drop 
with more heat transfer. Chumpia et. al. (2012) investigated 
that efficient brazing process can be reason to increase heat 

transfer rate 

Layeghi et. al. (2019) analysed heat transfer from set of tube in 
direct contact type and concluded that there is 80 % increase in 
heat transfer in case of metal foam. 

Saivashi et. al. (2018) investigated for variable porosity and 
multi layered foam and concluded that maintaining a constant 
low pore structure at various porosity improves performance, 
also adding a little amount of nano fluid to the flow increases 

performances by 5 %. 

Bhattacharya et. al. (2008) investigated the enhancement of 
heat transfer over different-different foam film width and 
concluded that over certain foam thickness heat flow reaches 
asymptotically. Odabaee et. al. (2011) demonstrated that after 
the first fourth of tube local Nusselt number reaches a 
maximum that gives idea to use metal foam in form of 
segmented. Wang et. al. (2014)they done for thin thickness of 

foam of 1.3 diameter ratio at large porosity with low PPI and 
concluded that heat transfer enhanced by 18 times at Re 6000. 

Alvandifar et. al. (2018)used segmented metal foam and 
concluded that covers half of the cylinder reduce pressure drop 
by 60 % and 33 % increase in area goodness factor. 

Al-Sumaily et. al. (2014)studied effect of putting tube bank 
inside a porous layer in various structure and concluded adding 
metal foam enhance thermal efficiency. 

Du et. al. (2010) and Xu et. al. (2014) studied analytically 
parallel and counter flow heat exchanger to increase of 
effectiveness up to0.95 at porosity of 0.8. Odabaee et. 
al.(2012) and Wang et. al.(2017) explored the tube bank 
enclosed in aluminium foam layer of various thickness and 
result were outperform over finned type. 

Huisseune et. al. (2015)examined metal foam as louvred and 
finned heat exchanger while using low pow PPI’s such as 10 
and 20 the pressure loss for louvred was slightly higher. Zhao 

et al. (2012) investigated heat transfer in porous metal foam 
for forced convection in single phase, flow boiling, and pool 
boiling heat transfer radiation, which resulted in the 
development of a compact heat exchanger. Boyd et al. (2012) 
used a 3D model to analyse the meta foam heat exchanger for 
different cooling techniques such as air and water cooling and 
concluded that the performance of an air-cooled metal foam 
heat exchanger for fuel cell applications with the same 

pressure drop is identical to that of a water-cooled heating 
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element. Lu et al. (2006) used the “Brinkman Extended Darcy 
flow model” and the “LTNE model” to conduct an analytical 
research of pipe-filled metal foam and determined that small 
pore size and low porosity play a key role in thermal 
performance. Jeng et. al. (2007) conducted numerical solution 

of parallel plate for various aspect ratios and concluded that 
the Nu no. was 20 times greater than in metal foam case than 
non-metal case. Boules et. al. (2021) conducted analytical and 
experimental for porous medium around the cylinder for 
different thickness of metal foam i.e., diameter ratio of 1.3 and 
1.5, and the diameter ratio 1.5 gives better result as compare to 
1.3 diameter ratio. Also calculated local Nusselt number 
around the cylinder, and found best setup for segmented metal 

foam i.e., at 00 incident angle give better result than other 
combination. 

2. COMPUTATIONAL 

METHODOLOGY 

In this paper, we talk about transfer of heat from a horizontal, 
constant wall of cylinder that is wrapped by a layer of metal 
foam.Boules et. al. (2021)the 2-D model has a tube with a 
diameter of Db=38.1 mm and a perimeter temperature of Tw 
that stays the same, as well as a layer of metal foam with a 
diameter of “Df = 1.5 Db”. The incoming forced flow into the 

computational domain has constant velocity V and temperature 
T as it travels over the horizontally positioned porous wrapped 
cylinder at the domain's centre, as shown in Figure. The outer 
boundary condition is taken as rectangular with length 20 
times of cylinder dia. and width as 5” with a velocity inlet 
condition applied at the left face of the domain and the right 
face is defined as a pressure outlet. 

For research purposes, different pore densities (PPI) of 

aluminium metal foam are investigated. The aluminium metal 
foams range in porosity from 0.90 to 0.97. According to Table 
1, Bhattacharya et. al. (2002) provides the parameters of the 
metal foam considered for the current investigation also 
provides the uncertainty in the observed permeability values.  

The domain is modelled under the following assumptions: “ 

Natural convection, i.e., effects of gravity, and radiation heat 
transfer are negligible. 

The thermo physical properties of the airis considered constant 

and temperature independent Table (2) 

The metal foam is considered isotropic and homogeneous with 
uniform porosity. The material of the metal foam is 
Aluminium and the properties of the metal foam are listed in 
Table (1).”. 

The arrangement condition is illustrated as a full porous layer 
around the cylinder, as previously demonstrated. Only a part of 
the metal foam is wrapped around the horizontal cylinder in 

the other design. The metal foam covers half of the cylinder's 
perimeter surface, leaving the other half accessible to 

incoming air. The metal foam itself is separated into two 
portions; one piece covered a portion of the cylinder's front 
side, while the other covered a portion of the cylinder's back 
side, as seen in the figure. 

2.1. Grid Independence Study 

To determine optimum grid for numerical calculation grid 
independent test is done for 5 PPI of aluminium metal foam 
with constant temperature of cylinder is considered. Detailed 
grid sensitivity studies for four distinct grid size of 7242, 9363, 
14860, and 24860 are performed for segmented metal foam 

case. As after 14860 element size result output was constant so 
this element is taken for further calculation. Also, four case 
were simulated for whole porous case for 5 PPI of aluminium 
metal foam with same boundary condition and 12387 element 
was optimal grid after this result output was same for this case 
so this element is taken as optimal element size for whole 
porous case shoen in Figure 1 and Figure 2. 

Table.1.Thermophysical property of the metal foam used 

Bhattacharya et al. (2002) 

 

Table 2: Property of air Boules et. al. (2021) 

Property Density Viscosi

ty 

CP Thermal 

Conductivi

ty 

Value 1.225kg/m3 1.7894 
x 10-5 
Kg/m-s 

1006 
J/kg-K 

0.0242 
W/m-K 

Prop

erty 

PP

I 

Porosit

y (ε) 

Perme

ability 

(K)x10-

7 m2 

Forch

heimer 

coeffici

ent 

(CF) 

Ligame

nt 

diamete

r df (m) 

Pore 

diamete

rdp (m) 

Valu

e 

5 0.9726 2.7 0.097 0.0005 0.00402 

5 0.9118 1.8 0.085 0.00055 0.0038 

10 0.9138 1.1 0.07 0.00045 0.00328 

10 0.9486 1.2 0.097 0.0004 0.00313 

20 0.9546 1.3 0.093 0.0003 0.0027 

20 0.9005 0.9 0.088 0.00035 0.00258 

40 0.9132 0.53 0.084 0.00025 0.0018 
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Figure.1. The fluid region, as well as near view of the 

“whole porous layer case” 

Figure.2. The fluid region, as well as near view of the 

“segmented porous layer case” 

2.2. Equations 

The domain of 2-D incompressible unsteady flow is divided 
into two regimes: the exterior domain and the porous region. 
Together, the Navier-Stokes and Darcy-Brinkman-

Forchheimer equations regulate the flow field in the porous 
domain. The basic equations for the open region are the same 
as those for open pipe flow. In the mathematical model for the 
metal foam region, the effects of porosity, permeability, etc. 
are taken into account. These are the “Reynolds averaged 
Navier-Stokes” (RANS) equations: 

Continuity equation:  
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f i

i
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x
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Energy Equation:  
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    (3) 

The effective qualities of the porous zone can be defined in a 
variety of ways, the most common of which is a weighted 
average computation. 

      1P P Peff fluid solid
C C C         (4) 

 1eff fluid solidk k k                              (7) 

Based on the inflow stream velocity and the bare cylinder 
diameter, the Reynolds number is taken into account in the 
fluid domain. 

Re
fluid b

D

fluid

V D






                             (8) 

Calculations of the Nusselt number (local and average) and  
'

avgNu are used to analyse the transfer of heat properties of a 

cylinder coated with a porous layer in unsteady flows. 
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2.3. Numerical Methods 

On Ansys Fluent, the governing equations have been broken 
up into small pieces using the Finite Volume Method. To solve 
the flow field, a 2-dimensional, steady, double-precision, 

pressure-based solver was used. A coupled algorithm scheme 
is used to connect the speed and pressure fields. A second-
order implicit scheme was used for the discretization of the 
time derivative term. The Gauss-Seidel nodal method was 
designed to solve algebraic equations in steps. The tolerance 
for residual errors in the dependent variables was set to order 
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of
510

.In the -direction, the flow domain was set up with a 

uniform structured grid. In the r-direction, the grid was 
skewed, with the smallest cell size near the wall of the bare 
cylinder and at the boundary between the porous and fluid 
zones, as shown in Figure 3 and figure 4.According to Bejan et 
al. (2017), the minimum cell size along the walls and the 
porous-fluid interface is substantially less than the porous 

region's boundary layer width, which is on the order of

/K  . 
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2.4. Validation: 

 The validation is done for both the where the average Nusselt 

number is calculated for different Reynolds number and then 
compared to previous result. The validation is comparing the 
result of analytical study of a whole and segmented porous 
layer over a horizontal cylinder done by; David Bouleset al., 
(2021) using porous zone properties ε=0.9, PPI=20, 
C.F.=0.075, K=0.975 x 10-7 for different Reynolds number.  

 

 

 

 

Figure.3. Mesh sensitivity analysis for “whole porous case and segmented porous case” 

 

Figure.4. Mesh around the cylinder wall for “(a) whole and (b) segmented porous layer” case 

 

Figure.5. Validation of “forced convection" over a “(a) whole and (b) segmented porous layer” for the present analytical 

model 

 

(b) 

(b) 
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Maximum error for the case whole porous case is 9 % and for 
segmented porous case is 9.5 %. The result of whole porous 
layer of analytical model against the study in this case is 
presents in the graph shown above in figure 5.  

3. RESULTS & DISCUSSION 

Effect of porous layer around cylinder for both cases i.e., 
whole and segmented porous layer case are investigated in 
terms of pressure drop heat transfer and drag coefficient. The 
entrance velocity of flow region varies in the range of 
Reynolds number of 8000-19000. The pressure, temperature 

and velocity contours for bare cylinder, whole and segmented 
porous case showed at Re of 17000 in figure 6, 7 & 8 

      
      
      
      
      
      

      
      
      
      
      
      
      
      

      
      
      
      
      
      
      
      
      

      
      
      
      
      
      
      
      

      
      
      
      
      
      
      
      

      
      

 

The results of the local velocity contours demonstrate that air 
reaches the segmented porous zone at a comparatively higher 
velocity than it does the whole porous layer, where it 
decelerates dramatically. Due to the exposed region to free 
stream flow between the front and rear segmented metal foam, 

the flow through the porous layer on the front side is 
accelerated. 

3.1. Heat transfer enhancement 

Figure 8 & 10 shows the Nu no. for the entire and segmented 
porous layer, with the parameters of the porous zone listed in 
Table (1). The impact of the enhanced heat transmission is 
represented by the ratio (“Nuf/Nub”) of the Nusselt number in 
the whole porous cylinder case to the Nusselt number in the 
cylinder case without pores. The cylinder, porous and 
segmented porous layer examples are conducted at Re values 

between 8000 and 19000. 

      
      
      
      
      
      
      

      
      
      
      
      
      
      
      

      
      
      
      
      
      
      
      
      

      
      
      
      
      
      
      
      

      
      
      
      
      
      
      
      

      

 

 

The 20-PPI metal foam is having higher heat transfer 
augmentation compared to the other case researched due to 
more surface area for the heat transfer. The Nu no. increases 
with Re no as predicted but the increases are not linearly and is 

Figure 8: Validation of“forced convection" over a “(a) whole and (b) segmented porous layer” for the present analytical model 

Figure.6. Pressure contours for “bare cylinder, whole and segmented porous layers”at Re = 17000 for 20 PPI and 0.9005 

porosity 

 

Figure.7. Temperature contours for “bare cylinder, whole and segmented porous layers”at Re = 17000 for 20 PPI and 0.9005 
porosity 

Figure.7. Velocity contours for “bare cylinder, whole and segmented porous layers” at Re = 17000 for 20 PPI and 0.9005 

porosity 
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mostly because of the metal the metal foam which can also 
observed from this figure. At less Re no. the buoyancy driven 
flow dominates while at higher Re no. forced convection 
dominates predicted. At a particular Re no., the Nu no.rises 
with PPI of the metal foam. As observed in Figures 9 and 

figure 11, the average Nu no. increases dramatically when a 
metal foam case is applied to on bare case, and the entire 
porous layer outperforms the segmented porous case because 
to the surplus metal foam around the bare cylinder. 

At highest Re no i.e., Re= 19000 the whole porous layer 
enhances the Nu no. by factor of 5.84 times the bare cylinder 
case for pore density 20 with porosity 0.9005. 

For the same case segmented porous layer enhances the Nu no 

by factor of 3.47 times the bare cylinder case for pore density 
20 with porosity 0.9005. 

      
      
    

 

 

It can also observe that as Re increases, the augmentation 
slope lowers, and if stretched, it would most likely achieve an 
asymptotic, as David et al. concluded (2002). 

3.2. Pressure drops effect 

The pressure drop effects may be investigated by studying the 
pressure coefficient (Cp) on the cylinder surface , which 
      

      
      
  
 

      
      
      
   

reflects the pressure drop around the cylinder's perimeter, and 
the net drag coefficient (Cd) produced on the cylinder, which 

Figure.8. Nu no. vs Re no. for the “whole porous layer 

and bare cylinder” 

Figure.10. Nu no. vs Re no. for the “segmented porous 

layer 

and bare cylinder” 

Figure.9.  Nusselt number ugmentation ratio 

(“Nuf/Nub”) for the “Whole Porous layer” 

Figure.11. Nu for the “whole porous and segmented 

porous layer”for pore density 20 with porosity 0.9005 
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is a flow resistance calculation. The coefficient expressions are 

as follows:       
2 21 1

2 2

N T
D

F F
C

V V  

    

According to this analysis as the pore density is increases more 
will be pressure drop. Also, lesser porosity has more effect on 
pressure drop. For the case 40 PPI with porosity 0.9132 has 
higher pressure drop and for case 5 PPI with 0.9728 has lower 
pressure drop.  

3.3. Drag coefficient 

The form coefficient is one of two main hydraulic 
characteristics of the porous medium. It is determined by the 
shape or form of the fibre or solid section of the porous 
obstacle (Lage et al. 2005). The drag coefficient (CD), as 
shown in Equation (15), is made up of two components: the 
first is an expression of the forces owing to the local pressure 
components in the flow direction, represented by (Cpx), and 

the second is an expression of the forces related to shear stress 
at the cylinder surface. 

Figure.12. Drag coefficient for “whole porous and 

segmented porous layer” 

All porous layer case clearly showed greater drag force than 
that of bare case due to creating more obstacle in the direction 

of fluid flow. However, it is exciting to see that the 
“coefficient of drag” of the segmented porous case is greater 
than that of the bare casebut less than whole porous layer case 
Drag coefficient for whole porous and segmented porous layer 
shown in fig 12. 

Moreover, as a result of the zig-zag path of metal foams, the 
flow flowing inside the foam is significantly slowed, though in 
a turbulent mixing manner, reducing the existence of a sharp 

velocity differential in the boundary layer around the cylinder. 

Consequently, when the two components of drag are 
combined, the entire porous layer would generate substantially 
stronger drag forces, which would boost the “CD” to about two 
times that of a bare case. While the segmented porous case 
contains two mixed components, the presence of metal foam 
decreases the velocity field surrounding the cylinder's surface, 

hence reducing the “skin friction coefficient” to almost the 
same level as in the case of the whole porous case. 

3.4. Enhancement factor Thermal  

The thermal enhance factor (TEF) is used to measure the 
effectiveness of heat transfer which gives by the ratio of the 
change of heat transfer rate to change in the friction factor and 
the formula is given by: 

Figure.13. TEF for “whole porous and ase. segmented 

porous layer” 

1/3
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The TEF values for bare cylinder case is 1. As it can clearly 
seen for all cases segmented metal foam layer gives better heat 

transfer with less pressure drop as compare to complete metal 
foam layer c  

4. CONCLUSION 

In this analytical study of forced convection aroundbare 
cylinder, complete and segmented porous layer is analysed by 
using Ansys fluent. The aluminium foam with different-

different PPI (5,10.20 and 40 PPI) and porosity range 0.9-0.97 
are placed over the cylinder. The main conclusions of this 
paper are discussed below: 

Covering the bare cylinder with complete porous layer gives 
better result than all cases with the cost of high pressure drop. 

The coefficient of heat transfer and Nusselt number rises with 
pore density as predicted but in this study as shown in figure 
13 as porosity increases that means void section increases and 

effective thermal conductivity also get decreases that means 
less heat transfer. In this study 20 PPI with 0.9005 porosity 
gives better result than all other cases. With changes in 
Reynolds number and Nusselt number different-different 
regimes can be seen. The segmented porous case, added at the 
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particularlocation in the study, result to close augmentation 
values as the whole porous case in terms of heat transfer with 
less pressure drop, close to the bare case and only between 
20% to 50%increase in drag coefficient values for 5 PPI to 40 
PPI. 

Complete porous layer gives better result but with high 
pressure drop so to use of segmented metal foam will be more 
effective in case of heat transfer with less pressure drop and 
will be more cost effective. 

5. RECOMMENDATION 

The main focus of this study was to calculate the average 
Nusselt number over the cylinder in case of bare cylinder, 
complete porous case and segmented porous case. But the 
local Nusselt number giver better idea about heat transfer from 
any surface so this can be done in future for analytically as 
well as experimentally.  

Another recommendation is to do experimentally for 
segmented porous layer case and compare this result with 

compact heat exchanger. Also use segmented porous layer in 
tube bundle would be significant but, in this case, the main 
focus will be on pumping power requirement. 

Also, there is one more possibility to use metal foam as fin this 
may increase heat transfer with low pressure drop.   
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ABSTRACT 

India, with its vast and diverse population, has long grappled 

with the challenge of bringing its citizens into the formal 

financial system. MFIs have been instrumental in addressing this 

issue by providing access to financial services to those 

previously excluded. They bridge the gap between traditional 

banks and the unbanked or underbanked, enabling them to save, 

borrow, and invest. The MFI model, often built on group lending 

and community-based approaches, has proven effective in 

reaching remote and marginalized populations. 

Poverty remains a pervasive issue in India, affecting millions of 

households. MFIs offer a lifeline to the poor by extending 

microloans for income-generating activities, including small 

businesses, agriculture, and handicrafts. These loans empower 

borrowers to break the cycle of poverty, improve their 

livelihoods, and secure a better future for their families. 

Numerous success stories attest to the transformative impact of 

microfinance on poverty alleviation in both urban and rural 

areas. 

One of the most remarkable aspects of India's microfinance 

movement is its focus on women's empowerment. Many MFIs 

target women as primary clients, recognizing the significant role 

they play in family and community well-being. By providing 

women with access to credit, training, and financial education, 

MFIs empower them to make decisions, become financially 

independent, and assume leadership roles in their households 

and communities. This has far-reaching social and economic 

implications, contributing to gender equality and women's socio-

economic upliftment.While the impact of MFIs in India is 

undeniable, there are challenges that need to be addressed. These 

include ensuring responsible lending practices, managing 

interest rates, and preventing over-indebtedness. Regulation and 

supervision of the microfinance sector are vital to maintain its 

integrity and protect borrowers. 

In conclusion, MFIs in India have proven to be a force for 

positive change. They have significantly contributed to financial 

inclusion, poverty reduction, and women's empowerment. 

However, the sector must continue to evolve and adapt to the 

changing needs of its clients while adhering to ethical principles. 

With the right policies and strategies, India's microfinance 

institutions can continue to play a transformative role in the 

socio-economic development of the country, bringing hope and 

prosperity to millions. 

Keywords: microfinance institutions, financial inclusion, 

poverty alleviation, women's empowerment, group lending, 

economic upliftment. 

1. INTRODUCTION 

Microfinance, a financial services innovation that provides small 

loans, savings, and insurance to economically disadvantaged 

individuals and communities, has garnered significant attention 

as a poverty alleviation and economic development tool in India. 

The practice of microfinance gained prominence in India during 

the 1970s and has since evolved into a multifaceted industry 

with a vast network of Microfinance Institutions (MFIs) and 

Self-Help Groups (SHGs) serving millions of clients. 

The significance of microfinance in India is rooted in the 
country's complex socio-economic fabric. Despite India's 
remarkable economic growth in recent decades, a substantial 
portion of its population continues to grapple with poverty, 
financial exclusion, and limited access to formal financial 
services. Microfinance emerged as a promising solution to 
address these challenges by providing access to credit and 
financial resources for those who are often excluded from 

traditional banking systems. 
 

The first dimension, poverty alleviation, is a critical concern in 
India, where a significant portion of the population lives below 
the poverty line. Microfinance holds the potential to empower 
the poor by enabling them to start or expand small businesses, 
meet emergency expenses, and improve their overall quality of 
life. Assessing the effectiveness of microfinance in alleviating 
poverty provides invaluable insights into strategies for inclusive 

growth. 
 

The second dimension, economic development, is equally vital 
for a country striving to achieve sustainable progress. 
Microfinance has been recognized as a means to foster 
economic development by providing capital for income-
generating activities, which, in turn, can stimulate local 
economies and create employment opportunities. Understanding 

the link between microfinance and economic development is 
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crucial for policymakers and practitioners seeking to craft 
effective development strategies. 
repayment behavior and social outcomes. Loan repayment 
behavior is a key indicator of the sustainability of microfinance 
programs, while the study of social outcomes—such as women's 

empowerment, improved education, healthcare access, and 
community development—provides a holistic view of 
microfinance's broader impact on society. 

2. IMPORTANCE 

 Poverty remains a pressing issue in India, with a 
substantial percentage of the population living below the 
poverty line. Understanding the role of microfinance in poverty 

alleviation is crucial because it has been recognized as a 
potential tool to lift people out of poverty. This research can 
provide insights into the effectiveness of microfinance programs 
in achieving this goal. 

 Economic development is a key indicator of a nation's 
progress. Microfinance can contribute to economic development 
by providing access to capital for income-generating activities. 
Investigating its impact on economic development in India can 
offer valuable insights into the broader economic landscape. 

 Microfinance institutions play a significant role in 
promoting financial inclusion, especially in regions with limited 
access to traditional banking services. This research can shed 
light on how microfinance contributes to expanding financial 
access and bridging the financial inclusion gap. 

 The findings of this research can inform policymakers 
about the effectiveness of microfinance programs in India. It can 

help in shaping policies and regulations to support and enhance 
the impact of microfinance on poverty alleviation and economic 
development. 

 Beyond economic factors, microfinance can have 
profound social outcomes, such as empowering women, 
improving education, enhancing healthcare access, and 
strengthening community development. Understanding these 
social outcomes is essential for a comprehensive assessment of 
microfinance's impact. 

 Empirical evidence on the impact of microfinance is 
crucial. By analyzing loan repayment behavior and social 
outcomes, this research can provide concrete data and insights 
into the dynamics of microfinance in India, contributing to the 
empirical literature in the field. 

 Investors and donors interested in supporting 
microfinance initiatives in India rely on research to make 

informed decisions. Research findings can guide investment 
strategies and philanthropic efforts aimed at poverty reduction 
and economic development. 

 Assessing the factors that influence loan repayment 
behavior and the long-term sustainability of microfinance 
programs is vital. Sustainability ensures that these programs can 
continue to benefit underserved populations over time. 

 The lessons learned from this research in India can have 
implications beyond its borders. Microfinance is a global 
phenomenon, and insights from India can inform microfinance 
programs in other developing countries facing similar 
challenges. 

 

Microfinance institutions on poverty alleviation and economic 
development in India is not only academically significant but 
also holds practical importance for policymakers, practitioners, 

investors, and the millions of individuals and families seeking to 
escape poverty and improve their lives. It has the potential to 
contribute to more effective poverty reduction strategies and 
sustainable economic development in India and beyond. 

 

3. RESEARCH OBJECTIVES 
 

 To determine the extent to which microfinance institutions 
(MFIs) in India have contributed to poverty alleviation among 
their clients. 

 To analyze the impact of MFIs on the economic 
development of their clients, including income growth and asset 
accumulation. 

 To understand the factors that influence loan repayment 
behavior among microfinance borrowers and assess its 
implications for the sustainability of microfinance programs. 

 To examine the social outcomes associated with 
microfinance interventions, including women's empowerment, 
improved education, healthcare access, and community 

development. 

 

4. RESEARCH QUESTIONS 

 To what extent has microfinance contributed to poverty 
alleviation among its clients in India? 

 What is the impact of microfinance on the economic 
development of its clients in India? 

 What factors influence loan repayment behavior among 
microfinance borrowers in India, and what are the implications 
for program sustainability? 

 What are the social outcomes associated with 
microfinance in India, and how do they contribute to broader 
community development? 

 

5. LITERATURE REVIEWS 

Microfinance has played a critical role in poverty alleviation 
and financial inclusion in India. Despite its significance, the 
microfinance sector faces various challenges in India. These 
challenges arise from emerging trends in both the microfinance 
and technology sectors, as well as regulatory changes and 
supply-side issues [1]. One of the challenges faced by the 
microfinance sector in India is the problem of multiple 

borrowing[2].Multiple borrowing refers to the practice of 
borrowers taking loans from multiple microfinance institutions 
simultaneously, often leading to over-indebtedness and loan 
defaults.  
 
This challenge was identified by the "State of the Microcredit 
Summit Campaign" and is a significant issue in India. To 
address this challenge, there is a need for better coordination 
and information sharing among microfinance institutions to 

identify borrowers who have taken multiple loans. 
 

Unemployment and poverty have posed significant challenges. 
These issues are primarily rooted in the lack of accessible credit 
facilities for the underprivileged and jobless individuals.[3] This 
disparity hampers the nation's pursuit of sustainable 
development. As India's economy expands, the wealth gap 
widens. Microfinance emerges as a crucial solution, offering 
loans that empower the poor to create businesses and assets, 

ultimately breaking free from poverty.  
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Over the past two decades, India has made substantial strides in 
delivering sustainable financial services to the impoverished. 
These loans aim to foster long-term financial independence and 
sustainable development, playing a pivotal role in achieving 
economic growth and poverty reduction. This paper delves into 

the challenges and recommended strategies for fostering the 
growth of microfinance in India to facilitate sustainable 
development. 
 
Microfinance based on the financial needs of the poor, addresses 
constraints, and discusses formal-informal financial system 
linkages and various microfinance models in India. It highlights 
that while the formal system offers large, cheap funding, 

informality provides flexible transactions.[4] The paper 
compares individualistic and cooperative approaches, SHGs, 
BGGs, Federations, and Cooperatives. It suggests SHGs 
promote empowerment and self-reliance, while cooperatives 
may favor wealthier individuals. In India, microcredit faces 
challenges, with many banks having low Credit-Deposit ratios. 
Informal markets resurged in rural areas in 1991 after a decline 
in 1981. 
 

6. RESEARCH METHODOLOGY 

As this is a descriptive study, secondary data is used as the 
foundation for this paper. Data is gathered from books, various 
websites, periodicals, newspapers, NABARD-published RRB 
reports, Asian Development Bank publications, and fresh 
research articles published on various websites. 

 

7. PROBLEM & CHALLENGES OF 

MICROFINANCE IN INDIA 

The Reserve Bank of India (RBI) is the central bank of India 

and plays a crucial role in regulating and supervising the 

financial sector, including fintech companies.[8] While fintech 

has the potential to bring financial inclusion and innovation, 

there are challenges and concerns that need to be addressed, 

especially in rural areas where people may be more vulnerable. 

However, attributing suicide among rural individuals solely to 

the influence of foreign financing companies is a complex issue. 

Here are some key aspects to consider: 

 Fintech companies, including foreign-based ones, often 
operate in a regulatory gray area, which can lead to predatory 
lending practices, high-interest rates, and inadequate consumer 
protection. The RBI has a responsibility to regulate and 
supervise these entities, but it can be challenging to keep pace 
with the fast-evolving fintech industry. 

 Some foreign financing companies may use aggressive 
marketing and lending strategies to target vulnerable 
populations in India, including rural areas. This can lead to 
individuals taking on unsustainable levels of debt, which can 

contribute to financial stress. 

 Over-indebtedness, driven by multiple loans or high-
interest rates from various fintech lenders, can create a severe 

financial burden on individuals in rural areas. This financial 
stress can lead to depression and other mental health issues, 
which can contribute to suicides. 

 Rural individuals may have limited financial literacy and 
may not fully understand the terms and conditions of the loans 

they are taking. This lack of understanding can lead to poor 
financial decision-making and contribute to their vulnerability. 

 Rural individuals often rely on agriculture, which is 
susceptible to factors like crop failures and price fluctuations. 
When these economic challenges occur, the pressure to repay 
loans can increase, potentially leading to financial distress. 

 The absence of effective grievance redressal mechanisms 
for borrowers facing issues with fintech companies can 
contribute to a sense of helplessness and frustration. 
 

To address these issues, it's important for the RBI to strengthen 

its regulatory oversight of fintech companies, especially those 

engaging with rural populations. This could include setting caps 

on interest rates, ensuring transparent lending practices, and 

promoting financial literacy initiatives. Additionally, the 

government and civil society organizations should work on 

programs to improve the financial literacy of rural individuals 

and provide support for those facing financial distress. 
 

While foreign financing companies can play a role in these 

challenges, it's essential to recognize that the issue is 

multifaceted and not solely the result of foreign influence. The 

root causes are often deeply intertwined with economic, social, 

and regulatory factors that need to be addressed 

comprehensively to prevent financial distress and its tragic 

consequences. 

 

8. MICRO-FINANCE IN INDIA 
 

Microfinance refers to a financial service tailored for 
individuals or groups with limited income, offering access to 
financial resources that would otherwise be unavailable to them. 
This approach enables people to secure small business loans 
while adhering to ethical lending standards. In India, two 

primary methods exist for providing microfinance services: the 
Bank-led approach, known as Self Help Group–Bank Linkage 
Programme (SHG-BLP), and the Micro Finance Institution 
(MFI) led approach.  
India's microfinance sector is diverse, encompassing various 
entities delivering financial services, including credit, insurance, 
and pension options to low-income households. These entities 
fall into five main categories: Banks, NBFC-MFIs, Small 

Finance Banks, NBFCs, and Non-profit MFIs. With the 
exception of Non-profit MFIs, these entities are regulated by the 
Reserve Bank of India (RBI). Non-profit MFIs typically operate 
under Societies or Trusts and are regulated by relevant Acts. 
Additionally, voluntary organizations and NGOs have played a 
crucial role as financial intermediaries, often assisting Self Help 
Groups (SHGs) in forming federations. These federations fulfill 
essential non-financial roles such as social and capacity 

building, SHG promotion training, internal audit, and 
establishing links for backward and forward integration. 

The Eastern region showed the most significant growth with a 
75% increase in savings, followed by the Central region with a 
53% rise. Conversely, the Western region saw a decline of 12%.  
Regarding the percentage distribution of SHGs savings linked in 
the mentioned year, the Southern region led with a 36% share, 
trailed by the Eastern region at 27.4% and the Western region at 

11.4%. 
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Table.2.2. Region-wise progress of Savings Linked SHG’s 

with Banks (2020-21 to 2022-23) 

 
 

Detailed state-wise information about the number of 

SHGs linked with banks can be found in Statement IIA. 

 
Figure.2.3. Region-wise share in number of savings linked 

SHG’s 
 

Following the upward trend in savings linkage observed 
throughout the year, the cumulative savings of Self-Help 

Groups (SHGs) with banks increased by 26%, rising from Rs. 
374.78 lakh crore in 2020-21 to Rs. 472.40 lakh crore in 2021-
22.  
 

Evaluating the financial health and discipline of SHGs, the 
outstanding savings position is a crucial indicator. 
Geographically, every region experienced positive growth. On a 
state level, 16 States/UTs showed growth rates surpassing the 
national average, while 7 (Arunachal Pradesh, Chhattisgarh, 
Lakshwadweep, Maharashtra, Meghalaya, New Delhi, and 

Punjab) lagged behind.  
 

The average savings per SHG rose by 31%, from Rs. 33392 in 

2020-21 to Rs. 39721 in 2021-22. Region-wise data indicates 
increased average savings in all regions except the Western 
region, where it decreased. Notably, the Eastern region saw a 
significant 69% rise (from Rs. 24,818 to Rs. 41,881). The 
Southern and North-Eastern regions maintained the highest and 
lowest average savings per SHG, respectively. Among 
States/UTs, Punjab led with an outstanding average savings of 
Rs. 1.53 lakh per SHG. Detailed state-wise savings data can be 

found in Statement IIA. 
 

9. CREDIT DISBURSEMENT BY 

BANKS 

Banks provided loans totaling Rs. 99729 crore to 34 lakh Self 
Help Groups (SHGs) in the fiscal year 2021-22, as opposed to 
Rs. 58071 crore extended to 29 lakh SHGs in 2020-21. This 
represents a significant increase of 72% in the amount of credit 
disbursed and an 18% growth in the number of SHGs linked to 

credit during the year. You can find a detailed comparison of 
bank loans disbursed to SHGs over the past three financial years 
(2019-20 to 2021-22) in Table 2.3. [6] 

 

Table.2.3. Region-wise status of Bank Loan Disbursed to 

SHG’s during 2022-23 
 

 
 

Credit disbursement to Self Help Groups (SHGs) during the 
fiscal year 2021-22 exhibited growth in all regions compared to 
2020-21, with the Central region experiencing the most 
substantial increase of 106%.  
The Southern region recorded the highest disbursement, 
extending Rs. 65039 crore to 15 lakh SHGs, while the Northern 
region had the lowest disbursement, providing Rs. 1171 crore to 
0.8 lakh SHGs. 
 

A comparative analysis of the region-wise percentage share in 
SHG credit linkage over the past three years (2019-2020 to 
2021-22) reveals that the North Eastern Region (NER), Central 
Region, and Western Region have increased their share. 
However, there is an observed decline of nearly 8 percentage 

points in the share of the Southern region from 2019-2020 to 
2021-22.[5] 
 

In contrast, the share of the Northern and Eastern regions has 
remained relatively constant (Fig. 2.5). In the current year, the 
Southern region boasts the highest percentage of SHGs with 
linked credit at 44.11%, closely followed by the Eastern region 
at 38.30%. The proportion of SHGs with linked credit in the 

Northern, North Eastern, Central, and Western regions remains 
below 8%. 
 

10. CREDIT OUTSTANDING 

As of March 31, 2022, a grand total of 67 lakh Self Help Groups 
(SHGs) with linked credit had outstanding loans amounting to 
R1,51,051.30 crore (see Table 2.4).[6] On average, each SHG 
had an outstanding loan of approximately R2.24 lakh at the 

national level.  
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Table .2.4 Region-wise SHG’s having Loans Outstanding (As 

on 31 March 2022) 

 
In terms of regional distribution, the Southern region held the 
highest cumulative outstanding loan balance as of March 31, 
2022, both in total and on a per-SHG basis. The credit linkage 
status of Self Help Groups (SHGs) in each state as of March 31, 
2022, is illustrated in Figure 2.7.[6] 

 
Out of the total 118.93 lakh SHGs with linked savings, 57% of 
these groups have outstanding loans with banks.Nine states have 
a credit linkage percentage higher than the national average. 
Andhra Pradesh leads with 90% of its SHGs having outstanding 
loans, followed closely by Bihar (89%) and Karnataka (87%). 
The Southern and Eastern states, alongside Tripura, are 
prominently featured in this list. 

 

 
 

Figure.2.7. State-wise SHG’s with credit linkage (As on 

31.03.22) 
 

Furthermore, the average outstanding loan size as of March 31, 
2022, has increased in all states compared to the previous year's 

data. The most significant increase was observed in Chandigarh 
(432%), followed by Jharkhand (155%) and Manipur (139%). 

 

11. AGENCY WISE DISTRIBUTION OF 

SHG BANK LINKAGE 

PROGRAMME 

Commercial Banks, Regional Rural Banks (RRBs), and 
Cooperative Banks play a crucial role in bolstering the Self 
Help Group-Bank Linkage Programme (SHG-BLP) by offering 
savings and credit services. The status of the SHG-BLP, broken 
down by agency, can be found in Table 2.5.[6] As of March 31, 
2022, Commercial Banks have performed exceptionally, with 
more than 69 lakh SHGs holding savings accounts with them 
through their extensive banking network.  
 

Table.2.5. Agency-wise status of SHG-BLP in 2021-22 

 
 
 

Therefore, concerning the number of Self Help Groups (SHGs) 

maintaining savings accounts with banks, Commercial Banks 
are at the forefront with a majority share of 58%, followed by 
Regional Rural Banks (RRBs) at 30% (35.83 lakh SHGs) and 
Cooperative Banks at 12% (14.22 lakh SHGs).[7] Detailed 
information about savings outstanding as of March 31, 2022, for 
each bank is provided in Statement IA.  
 

Commercial Banks also dominate in terms of disbursed loans 
and outstanding loans related to SHGs. Specific data regarding 
loans provided to SHGs and the corresponding outstanding 

amounts can be found in Statements I-B and I-C, respectively. 
 

Table.2.6. Agency-wise Average Savings, Loan Disbursement 

per SHG 

 
 

36



As indicated in Table 2.6, the typical savings held by Self Help 
Groups (SHGs) in various agencies have risen, except for 
Cooperative Banks, which experienced a significant 47% 
decrease. The average savings have increased from Rs. 33,392 
in 2020-21 to Rs. 39,721 in 2021-22. Furthermore, the average 

loans extended to SHGs have surged by 45.92% compared to 
the previous year, with an increase observed across all agencies. 

 

12. FAILURES OF RBI IN 

CONTROLLING FINTECH IN 

MICROFINANCE IN INDIA FOR 

RURAL SOCIETY: 
 

 The RBI has struggled to keep pace with the rapid growth 
of fintech in microfinance. The absence of a comprehensive 

regulatory framework tailored to these emerging technologies 
has allowed predatory lending practices, excessive interest rates, 
and a lack of consumer protection, particularly in rural areas. 

 Weak enforcement of existing regulations and limited 
oversight of fintech companies operating in microfinance have 
created a situation where compliance issues, unscrupulous 
practices, and over-indebtedness often go unchecked, 
disproportionately affecting vulnerable rural borrowers. 

 The RBI has not been as proactive as needed in promoting 
financial literacy programs in rural areas. This gap in education 
exacerbates the vulnerability of borrowers who may not fully 
comprehend the terms and consequences of the loans they take. 

13. CONCLUSION 

In conclusion, the two dimensions of microfinance, namely 
poverty alleviation and economic development, hold significant 
importance in the context of India's socio-economic landscape. 
Microfinance has the potential to be a powerful tool for 
empowering the impoverished population, helping them 
establish small businesses, manage unforeseen financial 
challenges, and enhance their overall quality of life. Evaluating 
the impact of microfinance on poverty alleviation provides 

valuable insights for promoting inclusive growth in the country. 
 

Similarly, microfinance also plays a vital role in fostering 
economic development. By providing access to capital for 
income-generating activities, it can stimulate local economies 
and generate employment opportunities, contributing to the 
overall economic progress of the nation. Understanding the 
intricate relationship between microfinance and economic 

development is crucial for policymakers and practitioners as 
they work towards crafting effective and sustainable 
development strategies for India. 
 

Microfinance has emerged as a powerful tool in addressing both 
poverty alleviation and economic development in India. By 
providing financial services to the poor, microfinance enables 
them to break free from the cycle of poverty and improve their 
standard of living. Microfinance plays a significant role in 

stimulating local economies and creating employment 
opportunities, contributing to sustainable economic 
development. The effectiveness of microfinance in these 
dimensions provides valuable insights for policymakers and 
practitioners, emphasizing the need for inclusive growth 
strategies. 
 

14. SUGGESTIONS 

Suggestions for RBI to Control Fintech in Microfinance and 

Prevent Rural Suicides: 
 

 The RBI should establish and enforce stringent 
regulations specific to fintech in microfinance, setting clear 
guidelines on interest rates, fair lending practices, and risk 
assessment. This will ensure that rural borrowers are protected 
from predatory lending practices. 
 

 Invest in comprehensive financial literacy initiatives, 
particularly in rural communities, to empower borrowers with 
the knowledge and skills necessary to make informed financial 
decisions and manage their debt effectively. 

 

 The RBI should create efficient grievance redressal 
mechanisms, ensuring that rural borrowers have avenues to 
voice their concerns and seek resolution when they face 

difficulties with fintech microfinance providers. 
 

 Foster collaboration between the RBI, fintech companies, and 
local stakeholders to work together in addressing the unique 
challenges faced by rural borrowers. This could lead to more 
responsible lending practices and better support for those in 
financial distress, ultimately reducing the risk of rural 
suicides. 
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